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# Introduction

In recent years, deep learning has become famous in various domains, especially when it comes to mastering human level control policies[[1]](#footnote-1)[[2]](#footnote-2). Such as object recognition with visual attention, high-dimensional robot control and solving physics-based control problems[[3]](#footnote-3). These kind of situations are mostly handled by a variation of deep learning, called reinforcement learning[[4]](#footnote-4). Which is a combination of deep learning with Q-learning, with the most important example to let AI play Atari games and the first victory of AlphaGo over an human champion on Go. In this experiment this method will be explored in a 3D environment[[5]](#footnote-5).

This 3D environment has been made available by Visual Doom (ViZDoom). One of the AI competitions created a platform based on Doom, a first person shooting game[[6]](#footnote-6). The AI players on this platform can only obtain visual input and some variables. This opens new ways to explore AI methods in machine visual learning and deep reinforcement learning.

# Hypothesis

# Methods

In this experiment the following methods will be applied:

* Neural Network
  + Recurrent
  + Convolutional
* Reinforcement/Q learning
* Deep Q Learning

The encompassing method in this experiment will be applying variations of the neural network algorithm.

Neural network is a system of hardware and/or software patterned after the operation of neurons in the human brain. These neurons are connected in layers, and signals travel from the first (input) layer to the last (output) layer[[7]](#footnote-7).

Convolutional neural network is a feed-forward neural network in which the connectivity pattern between its neurons is inspired by the organization of a visual cortex. These 'visualization' neurons respond to stimuli in the receptive field, which is a set of neurons partially overlapping with each other so that they can tile the visual field. The response of an individual neuro to stimuli within its receptive field can be approximated mathematically by a convolution operation[[8]](#footnote-8).

Recurrent neural network is a variation of the neural network algorithm, where the connections between units form a directed cycle. This creates an internal state of network which allows it to exhibit dynamic temporal behavior[[9]](#footnote-9). Unlike feedforward neural networks, recurrent networks use their internal memory to process arbitrary sequences of inputs.

Q-learning, also known as reinforcement learning, is a model-free reinforcement learning technique, which is a method to teach software agents to take actions in an environment so as to maximize some notion of cumulative reward[[10]](#footnote-10). Q-learning can be used to find an optimal action-selection policy for any given (finite) decision process. It works by learning an action-value function that ultimately gives the expected utility of taking a given action in a given state and following the optimal policy thereafter. Where a policy is a rule that the agent follows in selecting actions given the state it is in. When such a function is learned, the optimal policy can be constructed by selecting the action with the highest value in each state[[11]](#footnote-11).

A variation on this is called deep reinforcement learning, which uses the multiple layers of representations of deep learning with reinforcement learning. This combinations allows the agent to control a system based only on visual inputs, using the neural network to extract relevant features from images[[12]](#footnote-12).

# Reasoning

Due to the structure of the experiment. Different aspects of the algorithm, neural network, are necessary. Firstly the different images shown in the Doom platform need to be analyzed and the different objects must be able to be recognized by the agent. So that right action can be picked to get the maximum value of reward.

Because of this the convolutional neural network will be used, to analyze the different objects in the frames of the platform. But due to the fact that the different visual situations need to be remembered by the agent. This is achieved with the recurrent neural network. With this the agent is able to perceive the different visual situations and be able to remember these perceptive fields.

The last of the methods is deep reinforced learning. Which helps the agent with making its decisions and performing his actions in the 3D environment. Other alternatives to this would be policy gradients. This is a variation of the reinforcement learning technique that relies upon optimizing parametrized policies with respect to the expected return by gradient sufficient. The reason why this method will not be used as because it does not follow the traditional framework from reinforcement learning[[13]](#footnote-13). Due to this, the deep reinforced learning will be used. Because of the lack of experience in this field.

# Alternatives
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